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Generative Artificial Intelligence (GenAI) is transforming education, with 
assessment design emerging as a crucial area of innovation, particularly in computer 
science (CS) education. Effective assessment is critical for evaluating student 
competencies and guiding learning processes, yet traditional practices face 
significant challenges in CS education. These include the growing need for 
personalised evaluation amidst increasing enrolments, the intensive practice 
demands of programming courses, and the rapid evolution of curricula aligned with 
emerging technologies. This paper examines the transformative potential of GenAI 
tools in addressing these challenges within CS education. Through a scoping review 
of existing literature, we explore how GenAI can assist educators in collecting 
relevant assessment materials, automating exercise creation, optimizing code 
testing, providing interactive feedback, and leveraging learning analytics. By 
synthesizing evidence-based insights, this study highlights the practical applications 
of GenAI, demonstrating its capacity to enhance efficiency, personalization, and 
impact in assessment practices, ultimately advancing teaching and learning in the 
era of GenAI. 
 

Introduction 
 

Generative Artificial Intelligence (GenAI), heralded by the public release 
of ChatGPT, has ushered in a new era of innovation and productivity, 
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particularly in the educational sector (Yan, Martinez-Maldonado, et al., 
2024). Powered by state-of-the-art large language models (LLMs) 
developed using advanced technologies like Bidirectional Encoder 
Representations from Transformers (BERT) (Devlin et al., 2019) and 
Generative Pre-trained Transformer (GPT) (Brown et al., 2020), these AI 
systems leverage deep learning and self-attention mechanisms to model 
complex linguistic dependencies (Yan, Sha, et al., 2024).  
 
By training on extensive text data, GenAI tools can generate human-like 
text content that goes beyond simple prediction, creating contextually 
relevant and coherent outputs across various applications such as natural 
language generation, summarization, and interactive dialogue systems 
(Yigci et al., 2024). Moreover, the capabilities of GenAI have expanded 
dramatically, now encompassing multiple modalities including text, 
image, video, and speech generation (Chiu, 2023; Pande & Mishra, 
2023), which have attracted significant academic research interest and 
become transformative tools reshaping teaching and learning (Baidoo-
Anu & Owusu Ansah, 2023). 
 
GenAI has emerged from significant advancements in computer science 
(CS) and is profoundly transforming its education. Like other disciplines, 
such as social media education (Kim, 2024) and medical education 
(Totlis et al., 2023), GenAI is transforming CS education by enhancing 
pedagogical strategies through efficient grading and content 
summarization (Divasón et al., 2023), facilitating personalised learning 
experiences with real-time feedback (Xu et al., 2023), and reducing 
instructors' workloads through automation of tedious tasks (Becerra et 
al., 2024).  
 
In fact, CS education is arguably more affected than other disciplines due 
to its unique characteristics, such as the necessity for strong 
programming skills (Wilson & Nishimoto, 2024), the rapidly evolving 
technological landscape (Ajani et al., 2024), and growing enrolments of 
students (Lehman et al., 2021). These dynamics create new opportunities 
for innovation while presenting challenges that educators must navigate 
with the integration of GenAI. Hazzan and Erez (2024) analysed 
pedagogical and cognitive theories and models in CS education within 
the context of GenAI, proving that GenAI enhances accessibility, 
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affordability, and efficiency in improving CS education. GenAI’s 
transformative potential underscores the need to rethink traditional 
approaches to assessment in CS education.  
 
Assessment plays a pivotal role in evaluating student competencies while 
also providing teachers with valuable insights into the learning processes 
(Paiva et al., 2022). The integration of GenAI into CS assessment 
requires innovative strategies that align with its goals of enhancing 
teaching and learning. 
 
With the increasing number of enrolments, providing personalised and 
adaptive assessments in educational contexts, where a one-to-one 
relationship between teacher and learner is often absent, has become 
increasingly challenging (Paiva et al., 2022). This difficulty is further 
amplified in courses like computer programming, which demand regular, 
intense practice and involve tasks with highly diverse solution pathways, 
making personalised assessment nearly unfeasible (K. Wang et al., 
2017).  
 
Furthermore, rapid technological advancements have necessitated the 
creation of entirely new curricula and assignments in emerging fields 
such as deep learning (McPhail, 2021) and quantum computing 
(Seegerer et al., 2021), further intensifying the complexities of designing 
effective CS assignments. GenAI tools offer promising solutions to 
address these challenges. For instance, they can provide instant, 
interactive feedback on students’ work without overwhelming 
instructors (Xu et al., 2023), act as intelligent tutors in coding and 
debugging (Sun et al., 2024), and streamline the collection and synthesis 
of the latest technological developments (Atkinson, 2023). These enable 
learners to get enough practice while freeing instructors to focus on less 
repetitive tasks. 
 
Currently, a wide variety of GenAI tools are designed and being used for 
assessment design, and research in this area is rapidly expanding. Many 
studies focus on evaluating GenAI tools developed for specific course 
assessments (Daun & Brings, 2023; Vassiliou et al., 2023; Yan, Zhao, et 
al., 2024; R. Zhang et al., 2023) and analysing their impact on assessment 
practices, including their successes and limitations (Grandel et al., 2024; 
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Kooli & Yusuf, 2024; Qureshi, 2023). However, there is a notable lack 
of research that reviews the role of GenAI tools in assessment design for 
CS education.  
 
To address this gap, this paper explores the functionality and practical 
applications of GenAI tools in supporting assessment in CS education. 
We reviewed existing research on GenAI-assisted assessment in CS 
assignments, with a focus on five key facets: collecting relevant materials, 
automating the generation of exercises, optimising code testing, 
supporting feedback and grading, and analysing learning analytics. This 
study aims to bridge this research gap by analysing how GenAI tools can 
support assessment design in CS education, offering insights into their 
practical applications to enhance teaching and learning outcomes in the 
era of GenAI. 
 

Innovations in GenAI-Assisted Assessment Design for CS 
Education 

 
GenAI has become a powerful tool for educators in designing effective 
assessments in CS, offering innovative ways to automate processes, 
personalise learning experiences, and enhance assessment practices. Its 
applications range from discovering relevant literature to inform 
assessment design, to creating diverse and engaging exercises, and 
automating code testing for greater efficiency. GenAI has also 
transformed feedback and grading, making them more personalised. 
Moreover, GenAI-driven learning analytics provide educators with 
valuable insights to improve teaching strategies and assessment 
outcomes. This section highlights the most notable advancements 
reported in the literature, showcasing the transformative role of GenAI 
in CS education. 
 
Finding Relevant Literature to Inform Assessment Design 
GenAI streamlines the process of identifying, recommending, and 
summarizing relevant research and emerging topics to inform the design 
of assessment materials in CS education. With the boosting of CS 
technology, the increasing volume of reports and literatures presents a 
challenge for educators to keep pace with the growing output. Integrating 
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new tools, such as computational methods and GenAI, can indeed assist 
in managing and analysing this vast amount of information (Atkinson, 
2023). These technologies can enhance the efficiency, transparency, and 
rigor of information gathering, providing valuable support for educators 
in dealing with the expanding landscape of literature (Atkinson, 2024). 
For example, ChatGPT can provide relevant literature through direct 
inquiries; although the results may sometimes include non-existent 
references (Daun & Brings, 2023). While this highlighted the need for 
further advancements in generative AI to address these limitations, it 
demonstrated the potential of GenAI in assessment practices.  
 
Moreover, educators can leverage GenAI to write scripts for collecting 
literature. Various online search engine, such as Google’s Programmable 
Search Engine, support programmable scripts to gather targeted files or 
information. Researches have demonstrated GenAI's capability to create 
scripts for systematically gathering documents for systematic literature 
reviews (Atkinson, 2024)  and constructing code for a Latent Dirichlet 
Allocation Topic Model (LDA-TM) to support such reviews (Atkinson, 
2023). 
 
GenAI excels at summarization. Educators can use GenAI to summaries 
key findings from large volumes of literature to inform the development 
of assessment materials. Research has proved that AI-generated high-
quality plain language summaries can improve access to scientific 
information. (Anderson et al., 2023). Various GenAI-based tools have 
been developed to enhance summarization capabilities. For instance, 
(Chen, 2023) introduced ISum, a generative summarization framework 
for web data, which effectively performs intent-based summarization for 
diverse information-seeking tasks. Yang et al. (2020) proposed a cross-
language summarization model that combines recurrent neural networks 
and attention mechanisms to enable direct multilingual summarization 
without translation.  
 
Moreover, tools like ChatGPT can extract and process information from 
multiple files to generate summaries, and SummaryGPT (Vassiliou et al., 
2023) leverages ChatGPT to create quotient summaries that provide 
overviews of entire knowledge graphs for visualization. Despite these 
advancements, comparisons between ChatGPT-generated and human-
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written abstracts reveal that AI-generated summaries often fall short in 
quality and accuracy, with some erroneous conclusions included in the 
content (Cheng et al., 2023). This highlights both the potential of GenAI 
in summarization and the need for careful validation to ensure the 
reliability of its outputs. 
 
Generating Exercises to Meet Diverse Needs 
Students have varying needs when it comes to the number and type of 
exercises available. While some students may feel overwhelmed or 
disengaged by an excess of repetitive exercises that diminish cognitive 
excitement, others may require additional practice to master challenging 
topics (Daun & Brings, 2023). This diversity is particularly pronounced 
in large-scale educational settings, such as Massive Open Online Courses 
(MOOCs), where students often exhibit varying learning objectives and 
abilities. To accommodate these differing needs, it is essential to 
generate individualised exercises tailored to students' varying skill levels 
and learning goals. Offering students the flexibility to select assessments 
that align with their personal learning objectives further supports their 
engagement and mastery of the material.  
 
GenAI tools excel in creating personalised learning experiences by 
dynamically adapting question complexity and aligning exercises with 
individual cognitive abilities (Niu & Xue, 2023). In CS assessments, 
GenAI has shown remarkable potential, generating coding exercises, 
debugging tasks, and algorithm design problems that cater to varying 
difficulty levels and learning objectives. This capability is particularly 
valuable in high-enrolment settings such as MOOCs, where tools like 
ChatGPT have been employed to develop diverse and adaptive 
programming assessment formats (K. Wang et al., 2017). Research has 
also explored automatic question generation for younger students, such 
as multiple-choice generator for 9th and 11th-grade CS classes (Maheen 
et al., 2022).  
 
More recent studies, (Logacheva et al., 2024) reports on personalised 
programming exercises created with GPT-4, while (Speth et al., 2024) 
highlights ChatGPT's ability to synthesise Unified Modelling Language 
(UML)-specific information to generate software engineering exercises. 
Meißner et al. (2024) compared various GenAI tools, including ChatGPT, 
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Bing AI Chat, and Google Bard, in generating programming exercises, 
concluding that ChatGPT and Google Bard excel at producing quality 
exercises. However, Speth et al. (2023) emphasised that while these AI-
generated exercises are generally effective, minor manual adjustments 
are often needed to improve their accuracy and ensure alignment with 
instructional goals, reflecting the complementary role of human 
oversight in leveraging GenAI for exercise generation. 
 
Optimising Code Testing 
Code functional validation is a time-intensive task for CS educators, but 
the emergence of GenAI offers promising opportunities to streamline this 
process through automation. Code testing typically involves running a 
program or function with specific test cases, providing inputs, and 
comparing the actual output to the expected output. GenAI has been 
employed in a wide range of testing tasks, including unit test case 
generation, test oracle creation, and system test input generation (J. 
Wang et al., 2024), enabling educators and students to efficiently 
automate the testing of code functionality and outcomes. For instance, 
recent research has experimentally demonstrated ChatGPT’s 
effectiveness in generating unit test scripts for Python programs, 
showing performance comparable to Pynguin, an existing unit test 
generator, and even surpassing it in certain cases (Bhatia et al., 2024).  
 
Moreover, GenAI also supports program debugging and program repair 
(J. Wang et al., 2024). For educators, these capabilities enable the 
delivery of precise, actionable feedback to students. For students, these 
insights facilitate iterative learning, allowing them to refine their 
programming skills and improve their understanding of code 
functionality. Studies like those by (Leotta et al., 2024) revealed that 
leveraging GenAI models, such as ChatGPT and GitHub Copilot, for 
web end-to-end testing can significantly reduce development time 
compared to fully manual script creation. Further innovations, such as 
AgoneTest (Lops et al., 2024), have automated the generation and 
evaluation of complex class-level test suites for Java projects, 
showcasing the potential of GenAI in advanced code analysis and defect 
detection. Moreover, Boukhlif et al. (2024) conducted a comparative 
study to identify the most used GenAIs in software testing, their 
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interaction mechanisms, and the various testing types automated with 
these tools.  
 
Complementing this, J. Wang et al. (2024) conducted a comprehensive 
review of GenAI applications in software testing, offering insights from 
both the software testing and GenAI perspectives. Their work also serves 
as a platform for sharing and hosting the latest research developments in 
this field. Collectively, these studies underscore the growing role of 
GenAI in enhancing the efficiency and accuracy of automated code 
testing. 
 
Source code plagiarism is a significant ethical concern in CS education, 
where students may submit others' work as their own. The rise of publicly 
accessible GenAI tools introduces new risks, enabling students to misuse 
these technologies to solve assignments, thereby complicating traditional 
approaches to plagiarism detection. Recent research has explored 
machine learning (ML) models to detect ChatGPT-generated code 
submissions (Hoq et al., 2024). Tools like GPTZero (GPTZero, 2024), 
designed specifically to identify ChatGPT-generated text, can categorise 
content as human-written, AI-generated, or mixed, given textual inputs 
between 250 and 5000 characters.  
 
Similarly, GPTSniffer (Nguyen et al., 2024) has demonstrated 
effectiveness in distinguishing between human-written and ChatGPT-
generated code under various experimental conditions. Advanced 
approaches, such as using pre-trained models for detecting plagiarism in 
Java and C/C++ code, have also been proposed (Ebrahim & Joy, 2023). 
Moreover, GenAI models themselves can be applied to plagiarism 
detection, as demonstrated by Biörck & Eriksson (2023), who 
investigated the use of prompt engineering with ChatGPT to identify 
plagiarism in simple programming exercises.  
 
Supporting Feedback and Grading 
Feedback and grading are crucial components of a balanced learning 
program, significantly enhancing student performance and engagement, 
particularly in CS education where mastering programming languages 
and problem-solving skills is essential. However, providing continuous, 
high-quality feedback is challenging, especially in large-scale or online 
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courses, due to the time, expertise, and resources required, which are 
often insufficient for growing student numbers (Lee, 2023).  
 
Recent studies have explored the potential of GenAI to address these 
challenges. For instance, ChatGPT has been shown to generate formative 
feedback for Java programming assignments, with students identifying 
specific improvements that could make such feedback even more useful 
(Z. Zhang et al., 2024). Kusam (2024) further investigated the 
application of ChatGPT in providing feedback for project-based learning 
in undergraduate web technology courses and developed an approach to 
enhance the general-purpose GenAI for efficient feedback. Alyoshyna 
(2024) discussed both the benefits and limitations of GenAI in automated 
feedback systems, highlighting challenges such as maintaining feedback 
quality, potential for bias and difficulty understanding context. The study 
emphasised the need for ethical and responsible integration of AI-driven 
feedback systems into educational platforms, ensuring they complement 
human oversight. 
 
Building on these efforts to improve feedback, a related and equally 
pressing challenge in CS education lies in the grading process. The 
increasing enrollment in CS courses has led to a surge in assignments, 
creating significant grading challenges for educators due to time 
constraints and the potential for biases (Messer et al., 2024). To address 
these issues, automatic grading tools have gained popularity for their 
ability to provide consistent grades and feedback for large cohorts. These 
tools not only offer instant feedback to students but also significantly 
reduce manual grading time for instructors (Messer et al., 2024).  
 
GenAI models like ChatGPT present a promising alternative for 
automating grading processes in a scalable, consistent, and minimally 
biased manner. For instance, Divasón et al. (2023) proposed an AI-based 
methodology to evaluate complex projects in CS courses, uncovering 
hidden knowledge in the evaluation process and identifying 
discrepancies, inconsistencies, and biases in grading IT projects. 
Research (Kooli & Yusuf, 2024) demonstrated ChatGPT's potential to 
deliver reliable and consistent grading for student assessments.  
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Similarly, Alkafaween et al. (2024) evaluated GPT-4’s effectiveness in 
generating test suites for CS1-level programming problems as part of an 
autograding workflow, highlighting its ability to enhance efficiency. 
Grandel et al. (2024) further investigated the accuracy, precision, and 
recall of ChatGPT-4 compared to human graders in identifying 
programming mistakes. Their results revealed that, when used 
appropriately with prompt engineering and feature selection, ChatGPT-
4 could improve objectivity and grading efficiency. These advancements 
highlighted the growing role of GenAI in streamlining grading processes 
and improving the overall quality of assessment in CS education.  
 
Enhancing Learning Analytics 
Learning analytics (LA), the process of measuring, collecting, analysing, 
and reporting data about learners and their contexts to enhance learning, 
has emerged as a pivotal focus, especially in CS education (Paiva et al., 
2022). As a data-driven discipline, LA harnesses learner data to optimise 
educational processes (Yan, Martinez-Maldonado, et al., 2024). The 
integration of GenAI tools has significantly expanded the capabilities of 
LA, enabling the analysis of unstructured data and enriching multimodal 
learner interactions. GenAI tools, such as text-to-code models like 
OpenAI Codex (OpenAI Codex, 2024), can automatically perform data 
analysis with natural language prompts, while speech-to-text models like 
OpenAI Whisper facilitate the transcription of educational speech, 
bridging the gap between verbal and visual communication (Pande & 
Mishra, 2023).  
 
Furthermore, Yan, Zhao, et al. (2024) introduced VizChat, a GPT-4V-
based chatbot prototype that enhances learning analytics dashboards by 
offering contextualised explanations for visualizations, and Busropan 
(2024) developed a GenAI-powered LA system to analyse programming 
submissions, identifying common patterns and issues in student work. 
Despite these advances, challenges remain in effectively integrating 
GenAI into LA practices, as mentioned by (Yan, Martinez-Maldonado, 
et al. (2024), who explored both the opportunities and the complexities 
of applying GenAI to transform LA and educational practices. 
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Conclusion 
 
GenAI has emerged as a transformative tool in education, reshaping the 
way educators design, deliver, and assess learning experiences. This 
paper explored the innovative applications of GenAI in assessment 
design, demonstrating its capabilities in streamlining literature collection, 
generating tailored exercises, optimizing code testing, automating 
feedback and grading, and enhancing learning analytics. These 
advancements offer significant potential to address long-standing 
challenges in CS education, such as the growing demand for personalised 
evaluation amid increasing enrolments, intensive programming practice, 
and rapidly evolving curricula aligned with emerging technologies. 
 
While GenAI offers efficiency in assessment design, it is important to 
recognise its role as an advanced tool that supports rather than replaces 
educators and tutors. Issues such as ensuring the accuracy and reliability 
of AI-generated content, mitigating biases in feedback and grading, and 
addressing ethical concerns like plagiarism require careful consideration. 
GenAI can significantly enhance teaching and learning processes, but its 
capabilities must be guided by human oversight to align with 
pedagogical goals and uphold the integrity of education. Educators 
remain indispensable in providing expertise on cutting-edge 
technologies, fostering critical thinking, and offering mentorship in areas 
like software modelling and system administration that AI tools cannot 
replicate. 
 
The integration of GenAI into assessment and learning is inevitable, and 
avoiding its use is inadvisable in a rapidly evolving technological 
landscape. Future research should focus on how educators can 
effectively integrate GenAI into assessments, making the use of GenAI 
tools an essential component of completing assignments. For instance, 
GenAI can act as a tutor, with tools like ChatGPT or GitHub Copilot 
guiding students in debugging code and exploring diverse approaches to 
solving programming challenges. It can also serve as an assistant, with 
AI-driven platforms supporting students in data analysis by generating 
processing syntax. This allows students to concentrate on the analytical 
process and interpreting results, rather than getting bogged down in the 
intricacies of manual data processing. 
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By integrating GenAI into assessment practices, educators can foster a 
deeper understanding of its practical applications, empowering students 
to use these tools responsibly and effectively. This approach not only 
facilitates learning and mastery of GenAI but also promotes a 
collaborative dynamic between human creativity and technological 
innovation, preparing students for the demands of a technology-driven 
future. 
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